Xmipp 3.0: An improved software suite for image processing in electron microscopy
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Abstract
Xmipp is a specialized software package for image processing in electron microscopy, and that is mainly focused on 3D reconstruction of macromolecules through single-particles analysis. In this article we present Xmipp 3.0, a major release which introduces several improvements and new developments over the previous version. A central improvement is the concept of a project that stores the entire processing workflow from data import to final results. It is now possible to monitor, reproduce and restart all computing tasks as well as graphically explore the complete set of interrelated tasks associated to a given project. Other graphical tools have also been improved such as data visualization, particle picking and parameter “wizards” that allow the visual selection of some key parameters. Many standard image formats are transparently supported for input/output from all programs. Additionally, results have been standardized, facilitating the interoperation between different Xmipp programs. Finally, as a result of a large code refactoring, the underlying C++ libraries are better suited for future developments and all code has been optimized. Xmipp is an open-source package that is freely available for download from: http://xmipp.cnb.csic.es.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

From the beginning, image processing and software development have been fundamental parts of electron microscopy (EM) studies of macromolecular structures. In 1996, the Journal of Structural Biology dedicated a special issue to software tools in the field (Carragher and Smith, 1996). Some of the papers published in that issue are among the most cited works of the journal (Smith and Carragher, 2008). In this issue, several software packages used by the EM community were reviewed, such as SPIDER (Frank et al., 1996), IMAGIC (van Heel et al., 1996), MRC (Crowther et al., 1996), EM (Hegerl, 1996), PFT (Baker and Cheng, 1996), Suprim (Schroeter and Bretaudiere, 1996), MDPP (Smith and Gottesman, 1996) and Xmipp (X-Windows-based microscopy image processing package) (Marabini et al., 1996). Most of these packages are still in use today, and have been improved over the years. Some new packages have also been developed during the last decades, including EMAN (Ludtke et al., 1999; Tang et al., 2007), IPlt (Philippson et al., 2003) and Bsoft (Heymann and Belnap, 2007).

Initially, Xmipp was a set of individual programs written in ANSI-C that included some visualization tools based on the X11 graphics library. It was designed originally for single-particles analysis, but it also included some tools for working with 2D crystals. Simplicity and portability were the main features of the package. While relatively small, Xmipp provided a broad variety of methods for classification, ranging from neural networks (Marabini and Carazo, 1994) to fuzzy multivariate statistical analysis (Carazo et al., 1999). Several reconstruction algorithms, such as weighted back-projection (WBP) and arithmetic methods (ART with blobs (Marabini et al., 1998)) were implemented as part of the package. The file formats used were compatible with SPIDER, facilitating interaction with this well known package. Xmipp was conceived as a development framework that could easily incorporate new methodological advances developed by other groups. Except for some tasks involving a graphical interface, the processing at that time was originally performed by running individual programs for each task and then manually connecting the results.

In 2004, the second major release of Xmipp (Xmipp 2.0) was described by Sorzano et al. (2004). The package was completely rewritten in C++, and included improved data structures and functions, as well as new algorithms and methods. The main processing workflow (from image acquisition to 3D reconstruction) still required the execution of individual programs. However, the use of
Qt, a higher level graphics library (Eng, 1996), improved visualization tools such as particle picking or image rendering. Additionally, the computational overhead needed to run many time-consuming algorithms was reduced through parallelization with Message Passing Interface (MPI) library.

Another milestone in Xmipp development was the release of version 2.4, which was distinguished mainly by the introduction of a set of computational protocols (Scheres et al., 2008) and several new methods, such as the ability to classify based on maximum likelihood (Scheres et al., 2005, 2007b) and to estimate the contrast transfer function (CTF) (Velázquez-Muriel et al., 2003). The protocols, which summarized the expertise of the Xmipp community, were implemented as Python scripts containing input parameters and code needed for program execution. Another interesting and useful feature of the protocols was the ability to automate the creation of a graphical user interface (GUI) for launching batch processes.

Although Xmipp 2.4 was a major advance, Xmipp still contained several limitations that would require a deep reorganization of the code to resolve them. We began to address these limitations 2 years ago when we began work on a new version of Xmipp. The culmination of that work was the release of Xmipp 3.0. The primary improvements in this version are:

- A Project management tool was created to improve the data processing workflow by offering traceability and reproducibility through the management of protocol runs and individual processing steps stored in a project database.
- Graphical interfaces are now more powerful and flexible. Project and protocol GUIs facilitate the monitoring and launching of tasks. Some “wizards” have been included for the selection of important parameters. Data visualization and particle picking have been significantly improved.
- Image formats support has been extended to cover most of the formats used in the field, such as: .spider, .mrc, .imagic, .tiff, .jpeg, .dm3, .ser, .spe, .em and .pif. Internal implementation of the data model is independent of the image format used.
- Standardization of results allows for better interaction between different Xmipp programs as well as communication with external applications. A metadata structure was implemented to handle different types of information using a SQL engine and input/output from/to text files.

2. Project management

In Xmipp 2.4 there was no clear concept of a project. While there was a folder with a set of Python scripts (protocols) for each type of execution, there was no formal relationship among the scripts. In Xmipp 3.0 we have organized the processing workflow into projects (as other packages in the field do), composed of protocol runs. A run is an execution of a protocol, with specific values as input parameters. All workflow information is stored in a project database. The project database is contained in a single binary file thanks to the use of an embedded SQL library that does not require any server setup. This database only contains information about protocol executions and its size does not increase significantly as the project gets larger, since images are not part of the database.

Previously, the execution was protocol-oriented: the user launched Python scripts to perform the required operations. Communication between different protocols was achieved manually, which required that the user know what output files were needed as input for the next protocol. There was also no way to track workflows (that is, which protocols where executed and in which order). In Xmipp 3.0, protocols are still implemented in Python, but the individual processing steps (e.g., functions and program execution) are saved in a database. This approach allows the user to easily monitor the progress of a run, restart it from a specific point and validate that the expected results were obtained; if expected results were not obtained, the entire execution can be labeled as “failed”. To save computing time, if a protocol is restarted with different parameters, only those steps affected by the new parameters will be executed.

Moreover, results have been standardized to allow some input parameters to refer to the output of another protocol; in this way, the user does not need to know what files are required from one protocol to another. Additionally, the protocol results are better defined, facilitating the intercommunication between protocols. For example, all protocols that produce 2D classes should generate two metadata files (classes.xmd and images.xmd) that contain the assignment parameters of each image to each class. A clear advantage of this approach is that other protocols that need a classification result as input can use these files without knowledge of which protocol produced them. As long as new classification protocols produce files with the specified structure, they can be integrated into the general workflow with no other changes.

Projects can be easily ported to other computers by simply copying the project folder. After a project is copied into a new computer, all unfinished runs can be restarted. This can be particularly useful for running interactive protocols on your local computer and then moving the project to a computing cluster for more computationally intensive protocols, such as classification or reconstruction. The ability to easily move projects also facilitates sharing with collaborators. Xmipp is the only additional requirement for running a project on a target computer.

2.1. General processing workflow

While the general processing workflow of Xmipp 3.0 is very similar to the one implemented in Xmipp 2.4 and described in detail in Scheres et al. (2008), the processing has been improved with knowledge gained during the last several years. The Xmipp 3.0 workflow starts by importing the micrographs, together with some information about imaging conditions (see Fig. 1). After import, a screening is performed to check that micrographs do not exhibit astigmatism or drift. Micrographs can also be downsampl ed to accelerate further calculations.

Particle coordinates are picked from micrographs and later used for particle extraction. Particles selection should be done first in manual-supervised mode and then completely automated. Some operations can be applied during extraction, such as filtering and contrast inversion. After extraction, particle images are stored in a gallery. Particles are sorted according to a Z-score (Scheres, 2010; Sorzano et al., 2013) to identify possible outliers such as wrongly picked particles. The user may also directly import a set of particle images and skip all steps preceding particles extraction.

The extracted images can be used as input for 2D classification algorithms to detect possible heterogeneities from contamination or conformational changes. Images can be discarded and not considered in subsequent steps. If micrographs were taken as tilt-pairs, an initial volume can be generated using the random conical tilt method (RCT) (Radermacher et al., 1987). The initial volume (obtained by RCT or provided by the user) can be refined by projection matching. Finally, 3D heterogeneity can be handled by ML3D, MLF3D (Scheres et al., 2007a,b) or a multireference projection matching approach.

The main differences between this workflow and the one presented in Scheres et al. (2008) are:

- After CTF computation, a GUI helps users to decide which micrographs should be kept. Several criteria are provided for...
2.2. Project GUI

The main project GUI was designed to easily visualize project information and simplify workflow management (see Fig. 2A). It is divided into three main panels: (1) the left panel, which contains buttons to open each group of protocols, (2) the right-top panel labeled “History”, which displays different runs and their name, status and modification time, and (3) the right-bottom panel labeled “Details”, which contains summary information for the selected run. There are two buttons between panels 2 and 3: Analyze Results and Output Files. The first launches some visualization tools to inspect results of the selected protocol run. The second opens the three standard logs files (out, error and log) associated with the run. These files are useful for detailed monitoring of the underlying task executions because they contain the command line program calls and their output. In short, while the intent of the project GUI is to hide all non-essential information from the user, we also provide direct access to this information. Moreover, all processing tasks started from the GUI can also be launched from command line.

The list of protocol runs displayed in the “History” panel can also be managed as an interactive graph (see Fig. 3). In this view the user can access the same functionality as in the list view (i.e., create, duplicate, edit and delete runs) but with a better visual representation of the project workflow. Boxes represent protocol runs (their colors indicate different run states) and the connecting lines indicate dependencies between the runs.

Each protocol contains a header with input parameters that is parsed for automatic GUI generation (see Fig. 2B). All protocol GUIs contain a comment box, where annotations about the run can be made. The parallelization section is also common to all protocols and can be used to set the number of threads or MPI processes. In this section, the user can also choose to launch the process in a queue system or execute the process immediately. Different queue systems can be configured easily in Xmipp 3.0. This need only be configured once and, after that, users will no longer need to create submission scripts.

An important tool related to project and protocols is a specialized file browser (see Fig. 2D), that provides more functionality than a standard file browser, such as recognition of EM specific file formats, object previews and integration with external tools. The specialized browser has been used as a base for the development of other GUIs called “wizards”, which are integrated in protocol forms. Some critical parameters can produce poor results if wrongly selected, however, wasting user and computation time. The basic idea behind the wizards is to provide an additional GUI to assists the user with critical parameter selection. For example, the wizard shown in Fig. 2C helps the user select high and low frequencies for CTF estimation.

The Getting Started section of Xmipp’s website (http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/GettingStarted) describes some of the graphical interfaces in more detail. Video tutorials demonstrating how to use the different wizards are provided at http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/Tutorials#Video_Demos.

2.3. Visualization tools

A key program used for data visualization is xmipp_show, which displays metadata files (in a table view), individual images, volumes or stacks. In Fig. 4A a volume is displayed slice by slice in the Z-direction. This program is highly configurable and, users can choose what columns to display, preview an image in a column or perform many other operations on metadata, such as adding, removing or searching. It is also possible to open external.

---

- micrograph selection such as: astigmatism, resolution, fitting to the CTF model, etc.
- Data maybe be processed at different resolution in different steps of the workflow.
- Automatic particle picking is available in the main workflow.
- After particle extraction, users can discard bad images using a GUI based on similarity criteria.
- A new 2D classification algorithm (CL2D) has been incorporated.
- A new 3D classification algorithm has been added (multireference projection matching).
Visualization tools such as ImageJ (Abramoff et al., 2004) or Chimera (Pettersen et al., 2004). For example, Fig. 4B displays the same volume as Fig. 4A but opened in Chimera through `xmipp_show`. In Fig. 4C a customized view of a metadata file (after micrograph screening) is displayed. In this example, some columns are displayed with a preview and some headers have been renamed.

Some tasks required the development of very specific GUIs to enhance the final user experience. For example, the particle picking interface was developed from scratch, it is now better organized and easier to use. The general interface for particle picking is displayed in Fig. 5. Fig. 5A displays a selected micrograph with particle markers, while Fig. 5B displays the list of micrographs in the main control window. Several filters can be applied from the main menu to improve micrograph visualization and to help with particle selection (see Fig. 5C).

2.4. Programs

As in previous versions, Xmipp 3.0 contains several command-line utility programs, that are designed to perform specific tasks. We have carefully rewritten all of these programs using a common library that enables sharing of important functionality. There are a number of advantages to this design, such as allowing each program to define its own input parameters, that can be validated automatically and used to generate a GUI.

By default, if a user types a program name without arguments, a usage message is printed in the console. Program `xmipp_apropos` allows for querying the database to search for desired programs by name or keywords related to their function (e.g., Fourier filter, reconstruction, sampling). There are some common parameters for all programs such as `--more`, where advanced options are...
described, and --gui, which launches the program GUI. Programs have been organized into groups and named so that program’s function can be deduced from its name.

3. Software

From a computer engineering point of view, Xmipp has gone through a major transformation that includes the following: (1) the level of abstraction has increased, allowing for a clear separation between file formats and the data model, (2) the protocols have changed from spawning new processes (Xmipp programs) to using, in many cases, direct calls to C++ routines through a binding layer, (3) the introduction of projects provides traceability and reproducibility, and (4) the implementation of threads and MPI parallelization as a centralized library promotes code reuse and leverages established design patterns.

3.1. Data model

There are two common types of data in EM: binary (micrographs, images, volumes, stacks) and meta-information (coordinates, class assignments, alignment parameters, etc.). In Xmipp 2.4 a tight relationship existed between the data model (how data are represented in memory and handled by programs) and the file format (how data are stored on the hard disk). A consequence of this design was support of only one file format. This approach was problematic for users working with other EM formats, because it required extra work to convert data at the beginning and end of Xmipp processing. Additionally, disk space was wasted because users usually needed several copies of the same image data set in different formats.

To address this problem, we completely redesigned the data model and implemented new input/output (I/O) functions. Binary data is handled through the Image class, which contains a four dimensional array (gray scaled 2D and 3D objects in stacks) and a set of vectors (one per object) of label-value pairs (as a generalized header). This new design made it possible to implement several I/O routines that read data from different formats (see Table 1). Another enhancement is the ability to handle very large files mapped to disk instead of loading them into memory. When reading images, three options are available: (1) load them into memory, (2) map them to disk and, (3) map them to disk if they do not fit in physical memory. It is up to the developer to choose which option to use for each specific program.
Important changes have also been made with respect to meta-
information. Conceptually, Xmipp 2.4 metadata were tables of
numbers (implemented as arrays of doubles) that were stored in
disk as SPIDER document files. This approach was very rigid since
it only allowed numeric values while the meaning of the values
strongly relied on the order of columns.

On the other hand, Xmipp 3.0 metadata are tables in which dif-
ferent data types (number, string, or vector) may be assigned to
each column. In this way, all columns are defined and used consis-
tently by all Xmipp programs. Furthermore, the MetaData class
provides functions to operate with big datasets while hiding to
developers the internal implementation. Indeed, the implementa-
tion uses a SQL embedded library (Sqlite3) that allows to perform
faster searches and complex queries. One advantage of this embed-
ded library is that there is no need to install or maintain a SQL ser-
ver. From the internal representation we have implemented
functions to read/write metadata as STAR text files, Sqlite3 binary
files or XML files. The STAR format is used by default for program
outputs within the project workflow. This decision was based on
two main reasons: first, users normally operate with text files
and view/edit results with text editors instead of dealing with data-
bases; second, a text format is a simple way to achieve integration
with external programs.

Examples of how to use the Image and MetaData classes are
available at: http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/Image
and http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/MetaData,
respectively.

### 3.2. Project implementation

Project information is maintained in a simple Sqlite3 database
composed of a small number of tables. The most important tables
are runs and steps, which store the project’s protocol runs and the
individual steps of each run, respectively. This database is stored in
a Sqlite3 file inside the project folder and does not contains any re-
sult files from program executions.

Before a protocol can run, it first defines a list of steps (Python
functions that are usually wrapping program calls) that are stored
in the database. These steps are compared with previous execution
(if it exists), to determine at which step the protocol should restart
(due to the use of different input parameters or result files), if nec-
essary. This approach saves computing time by skipping all un-
changed steps and executing needed steps only. Because of this
level of granularity, the progress of each protocol run can be easily
monitored. The individual steps can also be defined as “parallel”
and executed concurrently, allowing for parallelization both at
the program and protocol level.

The input of some protocols may be another protocol run, or
individual files produced previously. Because we keep track of
all these dependencies, the project workflow graph can be

---

**Table 1**

<table>
<thead>
<tr>
<th>Extension</th>
<th>Filetype</th>
<th>Read/write</th>
<th>Image</th>
<th>Volume</th>
<th>Stack</th>
<th>Data types</th>
</tr>
</thead>
<tbody>
<tr>
<td>raw#</td>
<td>Raw files without header info</td>
<td>R</td>
<td>x</td>
<td>x</td>
<td></td>
<td>All</td>
</tr>
<tr>
<td>spi,xmp,vol,stk</td>
<td>Spider</td>
<td>R/W</td>
<td>x</td>
<td>x</td>
<td></td>
<td>float, cfloat</td>
</tr>
<tr>
<td>mrc,map,mrcs</td>
<td>Medical Research Council</td>
<td>R/W</td>
<td>x</td>
<td>x</td>
<td></td>
<td>uint8, int16, float, cfloat</td>
</tr>
<tr>
<td>hdr/img</td>
<td>Imagic</td>
<td>R/W</td>
<td>x</td>
<td>x</td>
<td></td>
<td>uint8, int16, float</td>
</tr>
<tr>
<td>inf/raw</td>
<td>Xmipp raw format</td>
<td>R/W</td>
<td>x</td>
<td>x</td>
<td></td>
<td>uint8, uint16, float</td>
</tr>
<tr>
<td>tiff</td>
<td>TIFF</td>
<td>R/W</td>
<td>x</td>
<td>x</td>
<td></td>
<td>uint8, uint16, uint32, float</td>
</tr>
<tr>
<td>jpg</td>
<td>Jpeg</td>
<td>R/W</td>
<td>x</td>
<td></td>
<td></td>
<td>uint8</td>
</tr>
<tr>
<td>dm3</td>
<td>Digital Micrograph</td>
<td>R</td>
<td>x</td>
<td>x</td>
<td></td>
<td>uint8, (u)int16, (u)int32, float, double</td>
</tr>
<tr>
<td>ser</td>
<td>TIA (Tecnai imaging and analysis)</td>
<td>R</td>
<td>x</td>
<td>x</td>
<td></td>
<td>(u)int8, (u)int16, (u)int32, float, double, cfloat, cdouble, uint16</td>
</tr>
<tr>
<td>spe</td>
<td>Princeton Instrument CCD camera</td>
<td>R</td>
<td>x</td>
<td>x</td>
<td></td>
<td>int8, int16, int32, float, cfloat, cdouble</td>
</tr>
<tr>
<td>em</td>
<td>EM Software Package</td>
<td>R</td>
<td>x</td>
<td>x</td>
<td></td>
<td>int8, int16, int32, float, cfloat, cdouble</td>
</tr>
<tr>
<td>pif</td>
<td>Portable Image Format for EM</td>
<td>R</td>
<td>x</td>
<td>x</td>
<td></td>
<td>int8, int16, int32, float, cfloat, cdouble</td>
</tr>
</tbody>
</table>

---

Fig. 5. Particle picker graphical interface. (A) Micrograph display with marks for all selected particles. (B) Management window, containing a list of all micrographs and some other options. (C) Example of a contrast adjustment that can be made to improve micrograph visualization.
dynamically generated. This graph allows users to check on performed operations and the relationships between them (see Fig. 3).

3.3. Python and Java bindings

We have added bindings for Python and Java, which are widely used languages in scientific computing. These bindings allow access to a large number of functions, classes, and programs from these two languages without compromising performance. Bindings were designed as light interface layers that contain only the code needed to perform the communication between both sides. This approach avoids code duplication, which can be more difficult to maintain. We also maintained similar syntax whenever possible.

These layers allow fast prototyping and access to Xmipp 3.0 core functionality for code written in Python or Java. We used these bindings in the development of some components of the Xmipp 3.0 package. For example, the protocols and main project GUI were implemented in Python and make extensive use of Python bindings. Other visualization tools were written in Java with the ImageJ library and rely on the Java binding for image manipulation.

3.4. Parallelization

Image processing operations in Single Particle Analysis (EM-SPA) involves many tens or hundreds of thousands of images and requires a large amount of computing resources. Therefore, parallel computing is often a necessary tool in EM-SPA for reasons of computational overhead. In general, parallel programs splits the work to be done by data or by instructions. A simple parallelization approach (and most likely the most common in EM-SPA) is to split the data across many parallel processes. In this case, some operations are performed simultaneously on several subsets of images.

Parallelization can be performed at two levels: (1) using threads, which are lightweight processes that share memory, and (2) by running different processes, possibly on different computers, that communicate over a network. We have developed several tools to facilitate the use of both threads and MPI processes. For example, the ParallelTaskDistributor class handles dynamic distribution of tasks. This class has no knowledge of the specific task performed (processing an image, operating in a volume slice or any other operation). So, in many contexts, where a task distribution process is needed, ParallelTaskDistributor can be used to avoid repeating the logic of distributing tasks. On the other hand, creation of POSIX threads usually requires writing similar lines of setup code. The ThreadManager class make the use of threads easy; it also has the ability to reuse threads for computing several functions without the need to destroy and create them every time.

A detailed explanation of the parallel API implementation and philosophy is available at http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/ParallelProgramming.

3.5. New methods

Xmipp is the framework where our new methods were tested and are now available to users. In the following section we discuss some of the new algorithms included in the package since the publication of Scheres et al. (2008).

In Sorzano et al. (2009b) it was proposed an automatic particle picking algorithm based on some particle features and supervised learning. This approach was improved in Abrishami et al. (2013) with the use of two support vector machine (SVM) classifiers in combination with several rotational invariant features and statistical properties for particle selection. The algorithm is now faster and provides better results than in the previous implementation.

Another important addition is a 2D classification method based on hierarchical clustering (Sorzano et al., 2010). This algorithm uses both correntropy and correlation as similarity measures; it also includes criteria for the definition of the clusters appropriate for classes with small differences in their signal-to-noise ratio (SNR).

Moreover, a fast and automated algorithm for CTF estimation developed by Vargas et al. (2013) has been implemented in Xmipp 3.0. This method is based on the Spiral Phase Transform and it does not require an initial defocus or amplitude contrast estimate. This new approach is approximately an order of magnitude faster than existing solutions (Mindell and Grigorieff, 2003; Sorzano et al., 2007) in cases where a large defocus searching range of [0.5, 10] μm is used. At the same time, it provides defocus and astigmatism estimates at accuracies comparable to well established methods (Mindell and Grigorieff, 2003; Sorzano et al., 2007).

Despite Xmipp focus on SPA, it also includes tools that are relevant to other EM applications. Some Xmipp algorithms such as ART, WBP or align_tilt_series (Sorzano et al., 2009a) have been ported to Java in TomoJ (Messaoudi et al., 2007) for EM tomography. Xmipp also includes a maximum likelihood algorithm for subtomogram averaging described in Scheres et al. (2009). For Soft X-ray tomography we introduced an accurate image formation model (On et al., 2012) for the generation of X-ray pseudo-projections. This new model provides a better understanding of the X-ray projection process and will, in the near future, be the base of development of specialized reconstruction algorithms.

3.6. Installation

Xmipp 3.0 is distributed as free software and can be downloaded from: http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/NewDownload. While a GUI has been created for Xmipp 3.0 compilation and installation, it can also be compiled and installed from the command line. In this way, the package may be used in environments that lack a graphical interface.

The software can be installed from binaries or compiled from source code. It was tested with several Linux distributions and the MacOS. A complete list of supported platforms and installation instructions can be found here: http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/HowToInstall.

Xmipp 3.0 smoothly integrates with cluster environments through the configuration fileXMIPP_DIR/protocols/config_launch.py. Once this file is setup, users do not need to directly interact with system queues because jobs can be launched from the GUI. At present, Xmipp can only launch jobs in the same system where the project is stored. We are working to allow remote execution in future releases. Instructions on how to configure this file are available at http://xmipp.cnb.csic.es/twiki/bin/view/Xmipp/HowToInstall#Make_a_job_submission_template_s.

4. Conclusions

The development of Xmipp 3.0 was based on over 5 years of accumulated user experience since the previous major release. During this time, Xmipp users have solved and deposited more than one hundred new structures in the Electron Microscopy Data Bank (Lawson et al., 2011).

This new release constitutes a complete package re-engineering, that enhances the user experience while providing detailed tracking of the image processing workflow. Better interfaces and graphical tools enable navigation through the different steps of the process and provide direct control of key parameters. Users no longer need to be concerned with different file formats, because Xmipp 3.0 transparently handles many of the formats used in the
EM field. To improve information management, the concept of a "project" was developed and given a central role in the natural management of all processing associated with a given data set. The complete history of all actions performed can be tracked and visualized in an interactive graph.

The last decade has witnessed the development of key approaches for handling large data sets in the quest for higher resolution reconstructions. Most of these new methods represent important computing challenges. As a consequence, it is necessary to pay close attention to the management of computational resources. To this end, Xmipp 3.0 provides detailed job monitoring and permits the use of batch queues. Furthermore, the libraries contain several tools for quick development of parallel algorithms, using both multithreading and multiprocessors. In short, the package is now better prepared to manage complex workflows and computational resources. It is also a more compact and robust software platform, capable of adapting to future developments of increasingly demanding approaches.
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